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Motivation: RL and Bandits Connection between MDP and Bandits Check out our work at UAI 2023 (Oral presentation)!!!
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Stochastic Multi-Armed Bandits (MAB) Episodic Markov Decision Processes (MDP)

A stochastic MAB instance O := ([K|; p1, ph2, . . ., fix) An MDP instance M := (T, H, [S], [A], { i} s)x (4] x [H) {ﬁ}[S]x[A]x[H]apo)

_ , o , o T . S=5A=3H=10
In every round ¢ = 1,2,...,T Goal: pull arms sequentially to maximize cumulative reward - Number of episodes: T , - State space: |S]
. Number of rounds in each episode: H . Action space: [A] 2.0 -
. . Mean reward function: {ps q.+}
. T ? 7
1. Environment generates a reward vector | Xi(t),..., X;(t) ,..., Xk(t) Regret: R(T;0) = E [Z (max - Wt)} . Transition probability distribution function: {5, o ;}
~Ber(i;) t=1 \JE[K] . Deterministic initial state distribution: pq

2. Simultaneously, Learner pulls an arm J; € [K]
3. Environment reveals X ;, (¢); Learner observes and obtains X, ()

Policy: © = (nw(-,1),7(+,2),..., 7(-, H)) with each 7n(-,t) : S — A taking a
state s; as input and outputs an action a; that will played in that state

Goal: play a sequence of policies 71, ms,...,7k,..., T to accumulate as 0.5 - - SSR-Bernstein == O-TS-MDP
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III'I'EII Confidence mm“ll(UCB) vs Thompson Sampling (TS) in Bandits

K .
Sampling balances Regret: R(TS M) = B[ $5 (1 (oh)— V()| whero V) i the vl
p g function and 7, is the optirkn_all policy

Unknown parameters: (B1s ph2y - - oy K )

Empirical parameters: (/11,01(,5'_.1'),/12302(,5_1),...,[LK,OK(t_l)) exp 10 rat ion _exp 10 itat ion
III'I'EII confidence n““"n (UCB): 114 = 1hj,0,(t—1) + \/ 2log(®)  Pull arm J; = argmax gt t ra d e _O ff i n RL

O, (t—1)

O-TS-MDP vs O-TS-MDP* in MDPs
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Unknown parameters: [is oty Ps.at Model-based:
X . Construct a model M* in each episode k

ThOmpSOn Sampllng (TS) ej,t ~ N ([Lj,oj (t—1) O, (t—l)) Empirical parameters: ﬂ?;z,lw ﬁsﬁ;’i . Find the best policy 7 for MF

| (A 1 = arg max ¢ ;
Optimistic T'S (O—TS). 93,7: N (HJ,OJ- (t—1) Oj(t—l)) Jt g 7,t UCB.VI- Ak — {[S],[A],H, gk,ﬁk—l}, Reg ret

st + +3. o~ N 1 ~
GERRESTOASE] 0.~ (1o o) s 110 ) UPPER

o o A s,a,t
rearat Our algo rithms enjoy 0-TS-MDP: M* = {[s],[A], H,0%, P+,
; Dirac 6(-)_» ! 9 where: 0%, , ~ A" (g’;;}t, % ( s )) Bllll"ll

function .

UPPER elegant analyses and
BOUND tight regret bounds
O(\/KTln(T))

N7 (n,0?) ‘ More Optimistic
O-T3 Distributions!!

O-TS-MDP+ MF = {[5], A], H, 9k,15k—1}, O-TS : O (\/ AS?H 4T)
where: 05, ~ N ([Lf,;,lt, o, (O?;th)) O-TSt- O (\/ASH:ST)

O-TS-MDP enjoys an elegant theoretical analysis, avoiding bounding the absolute
value of approximation error. O-TS-MDP+ has the same regret bound as UCB-VI
[Azar et al., 2017] and can be viewed as a randomized version of UCB-VI.
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Key idea: Sampled parameters are always better than empirical parameters! Acknowledgement
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