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B4 Reinforcement Learning (RL)

:l Agent l
state reward action

St Rz At
Rt+1 (
S.. | Environment ]4—

THE ULTIMATE GO CHALLENGE
GAME 3 OF 3

27 MAY 2017

T AlphaGo Ke Jie
Winner of Match 3

RESULT B +Res




B9 Recent RL Applications

Theinternational journal of science/6 October2022 The rubber meets the road

AWS DeepRacer is an autonomous 1/18th scale race car designed to test RL models by racing
- R on a physical track. Using cameras to view the track and a reinforcement model to control
e . — throttle and steering, the car shows how a model trained in a simulated environment can be
N 0 | transferred to the real-world.

Step 3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

The internauunayvunEIY! SCICICE/ 1V reviuary 2uzz

A new prompt is W 3
sam pled from Write a story
the dataset. about otters.
{
The PPO model is i
initialized from the N
supervised policy. W
| B g /

UUL‘UL

DRIVI V The DOliCy generates Once upon a time...
Loon Balloon Launch ah output,

=

asa

1 Conventional control syskm
9 The reward model e
= calculates a reward N
R
F for the output. x5

Optimising computer systems

The reward is used
to update the r
policy using PPO.

Magnetic control of tokamak plasmas through dg
reinforcement learning | Nature

How MuZero, AlphaZero, and AlphaDev are helping
optimise the entire computing ecosystem that powers
our world of devices.




B4 Exploration-Exploitation Tradeoff

Take actions with high Take less observed
empirical reward to gain actions to gather
pay-off information

@ Data is limited/expensive
@Environment dynamics and reward is complex/unknown



B4 Contributions

Existing Bandit
Algorithms

Our Bandit
Algorithms

Our MDP
Algorithms (RL)

Randomization Optimism
Thompson
Sampling (TS) UCB
S —
I Optimistic l
| Thompson | O-Ts*
| Sampling (O-TS) |
-0 _laap:ea;u,;:m] l
O-TS-MDP O-TS-MDP*

State

Reward

Action

Transition Probabilit

* Bandit Problem

- MDP



Bandits




B4 Stochastic Multi-armed Bandits

Bandit Environment:
e Afinite time horizon: T o )
e Number of arms : K Decision-making
' o : under uncertainty
e Each arm has an unknown reward distribution with

mean U1, U2, .-y Kk

.- ~—
"\" I I S~
v Ss
a ~
A -

R >
4
/’ J * >
’ ' Agent > 7
o 4 ' % Al Shopping (&) Images
’ H 1 .
/] H 1 Y
v . |V 3 About 3,430,000,000 results (0.52
\V4 v

Sponsored - Shop shoes :

557 5 l‘ v
'a,“.‘u £
Unknown ) =
Reward T
Distributions
Michael Kors Fish Slippers Vans Old Michael Kors FZUU Men's Coach Outlet

Payton Logo...  Beach Shoe... Skool Shoe... Poppy Color... Fashion Hig... Nala Bootie ..
For each time stept= 1,2,....T: $89.25 $28.00 $54.95 $89.00 $52.99 $97.30
. . Michael Kor... Amazon CA Vans Canada Michael Kor... Amazon CA Coach Outlet
® Agent pU”S an arm Jt =177 € [K] o kS et o e o e A

e Agent observes a random reward X;(t) with mean [l;



B9 Reward vs Regret

e Obijective: Maximize cumulative reward
e But this doesn't tell you whether a policy is optimal

Regret: the difference between the reward from the played arm at each
round, and the best possible reward

>
X

Reward of best arm Reward of played arm

N L7,

R(T;0) = E[T (maxuj—wtﬂ = Y E[Ay]

Aj = py — Iy
Sub-optimality gap

Expected cumulative regret

Goal: minimize (pseudo-) expected cumulative regret
(equivalent to maximize expected cumulative reward)

Horizon T



B4 Uncertainty-Driven Exploration

A commonly used strategy: e-greedy (Not optimal!)

We want to explore the arms that we are uncertain (less observed)

For an arm j, up to round t-1, we have:

e Number of observation: O;(t — 1) t—1 .
e Empirical estimation of the reward: 7} Zr=1 1[J- = J]Xj (7)

Kj,0;(t-1) = 0;(t—1)

Two exploration algorithms:

e Upper confidence bound (UCB)
e Thompson sampling



EpUCB vs TS

UCB:Optimism in the face of uncertainty TS: “Randomly take action according to the probability you
believe it is the optimal action” - Thompson 1933

~

P

e Compute the empirical mean of each arm and build a

posterior distribution;
e Draw a random sample as a proxy for goodness of arm.

e Compute the empirical mean of each arm and a
confidence interval;

e Use the upper confidence bound as a proxy for
goodness of arm.

Algorithm 3.3 UCB Algorithm 3.4 TS with Gaussian priors
1: Foreachroundt =1,2,...,T: 1: Foreachroundt=1,2,...,T:
2: for each arm j do 2: for each arm j do
30 Setfl; « Ujo,e-1)+ o,+(—t)1) 3:  Draw l;(t) ~ N (Iij,o,-(t—l)’ ﬁ)

4: end for 4: end for
5: Pull arm J; argmaxjeAﬁj(t)\ Bonus term 5. Pull arm J, « argmaxjeAﬁj(t) i Variance




EpUCB vs TS

Exploitation

Exploration

i

Confidence
interval

_—

En| =

Arm 2 M,
ucB

_— _

O

[Arm 1] e

Confidence
interval

i)
})

i

@

B ]

@)

a ﬁ";

Thompson sampling

~ -
M M

Thompson sampling



B O-TS and O-TS*

Dirac §(-)_»
0 function
/ A
7 )
77 ///////// / E _/////////
N(l% 02) N’ (/1/, 0'2) NT (11,02) ﬁi
Thowmpson Sampling O-18 o-t¢t
Algorithm 3.5 O-TS Algorithm 3.6 O-TS™
1: Foreachroundt =1,2,...,T: 1: Foreachround?=1,2,...,T:
2: for each arm j do 2: for each arm j do
3: Draw ﬁj(t) NN(ﬁj,Oj(t—l)?th__]j) 3 Draw ﬁj(t) NN(ﬁj,Oj(t—l)amtl__lj)
T w:(1). U: T =~ / 31
" enie;ol:j (t) < max {auj (t)> I'Lj (t) Set [.lj «— u‘j,Oj(t—l) -+ Oj(rtl(—t)l)
' - Set () < max { I1;(¢), &;(t)
5: Pull arm J; <— argmax ;e 4 1;(t) 4 end forj { i}

5: Pull arm J; <— argmax ;¢ 4 4}(t)




B4 Proof Sketch

Dirac 6(-)_» 1
function

Hoeffding’s inequality, w.h.p. :

o P 1 .
Hj,0,(t—1) = Hj,0;(—1) T 03;.(1;(_”1) > pj, Vi € [K]

AJt = Hx — UJ,
UCB == < B0, (t—1) — BJ,
Clipped Gaussian mesy < ’&,fk ¢ — WJ,
. ? ~/ — _

Arm Jis pulled s < Ky, t — K04, (t—1) 5% K, 04, (t—1) — g,

deviation bound of data-dependent distribution UCB

~ _ In(T
To upper bound E [A,], we have E [,uf]t’t — 3,0, (t—1)] <0 ( o, gt_)l)



B Results

Regret:

Experiments:

800

7004|"**

600 -

500

UCBI [Auer et al., 2002a]

TS (Gaussian) [Agrawal and Goyal, 2017]

O-TS
O-TS*

All algorithms achieves
(order-)optimal problem
dependent regret o X7,

0 20000 40000 60000 80000 100000
Rounds

Regret

12004 ..

1000 4

800

600

4001

200 A

0 20000 40000 60000 80000 100000
Rounds



MDPs




By RL vs Bandits

Markov Decision Processes (MDPs) provide a framework for modelling sequential decision making,
where the environment has different states which change over time as a result of the agent’s actions.

Time t-1 Time t Time t+1 Time t

?
Agent 6

Action R, Action R, Action Action, R,
Ay Reward A, Reward eward .. A, Reward
Environment L —_— {/ —_— {/ ——; \{/

S,
State S,_, State S, State 5, ENVIRONMENT

e Bandit can be viewed as an MDP with one state and K actions.




&5 Markov Decision Processes (MDPs)

5] Assumptions:
[S]’ [A]’ H’ {P}[S]x [A]x[H]> {/.L}[S]x [A]x[H]> T’ Do Finite horizon
o o y Time-dependent
States Episodic
Actions Time Episodes Initial state
Horizon iti Mean
reward
Policy m = (n(+,1),w(+,2),...,7(-, H)): a sequence of functions, where each

(-, t) : S — A takes a state s as input and outputs an action a that will be
taken in that round ¢

Regret can be expressed as

Value function

= for the used polic
R(T; M) = 3 E [V (k) — Vs () policy
k=1

k
S1 ~ Do

V" : value function for policy 7 in round ¢

H
Vt”(s) =E |:Zus,,a,,t|7ryst = s:|
t

Value function for
optimal policy



B (Model-based) Exploration in MDPs

e |Planning Phase:} Compute policy and value function via backward inductions (using UCB or
randomly sampled reward in TS)
° ISampIing Phase:|Act greedily according to the plan

Algorithm 4.7 Posterior Sampling in RL
1: for episode k =1,2,...,K do

Algorithm 4.6 Optimism-based RL

1: for episode k =1,2,....,K do
for stepr=H,H—1,...,1do
Construct UCB for each (s,a,t)

2: |forstepr=H,H—1,...,1do
3: Sample from posterior distribution for

. . each (s,a,t)
Compute state-value function Qf(s,a) _
Compute state-value function Q¥ (s, a)
end for
end for

for stept =1,2,...,H do

4
o

X 6

& Take action a* = argmax, Q%(s,a)

8

9

Take action a* = argmax, Q¥ (s,a)
end for

end for

2
3
4
5
6: |forstepr=1,2,...,.H do
7
8
9:

end for
end for




= O

-TS-MDP

Algorithm 1 O-TS-MDP

1:
28

3:

11:
12:
13:

14:

4
5
6:
7
8

Input: MDP instance M, number of episodes T’
Initialization:
Set Os,a,t +~ 0, Ps,a,t 0, ﬁs,a,t «— O,V(S, a, t)

k 2 [O-H?log(1/6)
(O- ’a’t) o 65 a,t

for episode k = 1,2,...,7T do s Planning Phase

Set ?77;;C+1 == 6
fort=H,H—1,...,1do
for s € Sdo
for a € A do 5
Draw is 4t ~ N (ﬁs a,ts (V SHU.I:,a,t) )
Setusat £ max{ﬂsat:ﬂlsat}
Set Quat < i gy + Bl tV t+1
end for _
Set i (s,t) < argmax,e 4 Qs,a,t
Set Vlt ’ (s) <~ Qs,'/rk(s,t),t
end for
end for
Sample s} ~ po, run 7, and update 7 Hst,mi(skit) b Sampling Phase
Ost ma(sk,t),¢> and Psi“nrk(st )¢ forallt € [H].
end for

Draw a sample from data
dependent distribution
Clip to non-negative value

Compute Q value
iy,

N (/1,,02)

O-T18



= O-TS-MDP?

Algorithm 2 O-TS-MDP™*

1:
2:

Input: MDP instance M, number of episodes T’
Initiglization: R
SetOsat<—0 Psat(—O,ﬁs,a,tHO,V(s,a,t)

3: for eplsode k=1,2,...,Tdo

4
5
6:
7
8

9:
10:

11:
12:
13:

14:

Set Vg, =0
fort=H,H—-1,...,1do

for s € S do

_fora c Ado
Draw [is gt ~ N (ﬁs,a,t, (Uf,a,t)2)

Setﬁsat(_ﬁsat+203at

Set Qs,a,t — lgqs+ Poy tV t+1
end for N
Set i, (s,t) < argmax,c 4 Qs q,t
P i
Set V' (8) = Qs me(s,t),t
end for
end for
Sample s¥ ~ pg, run 7, and update Fhgk my (k) 69
Oy (51 1), and P , forall t € [H].
end for

i (shot),

Setﬂsat(_max{lllsat’lj’sat} _

4 B
Draw a sample from data
dependent distribution
Compute Upper confidence
bound
Clip to UCB Dirac 5(-)_»
Compute Q value function

N (1,0%)

o-ts*

(O’k t)2 _ DHilog(l/é)
7a’?

0t

)

Mg



B Experiments

Regret: UCB-VI [Dann et al., 2017]

RLSVI [Russo, 2019]
O-TS-MDP
O-TS-MDP*

Model-free
Model-based Randomized
Model-based Randomized

Randomized

Experiments:

$S=20,A=3,H=10

1.5

0.5 4 == SSR-Bernstein === O-TS-MDP

= = TS-MDP - O-TS-MDP*

0.0 A

=== SSR-Bernstein === O-TS-MDP

= = TS-MDP . O-TS-MDP*

0.2 0.4 0.6 0.8 1.0
Episode le7

Shout out to Alan and Fred :)

0.2 0.4 0.6 0.8 1.0
Episode le7

S=50,A=3,H=10

=== SSR-Bernstein === O-TS-MDP
== = TS-MDP = O-TS-MDP*

0.2 0.4 0.6 0.8 1.0
Episode le7



=

Limitations and Future Work

Better experiment/understanding

Practical approaches

Connection to differential privacy T

o

~0.01

/N

(a) learning a single value function

Posterior value at state s'

Posterior value at state s

Figure 3. Union bounds give loose rectangular confidence sets.

[ Observation ]—{ Buffer ]—* Learner

Learner 1
Learner 2
Observation Policy
o
Leamer K

Environment

(b) learning multiple value functions in parallel

Gaussian Mechanism [edit]

Analogous to Laplace mechanism, Gaussian mechanism adds noise drawn from a Gaussian distribution
whose vari; is cali ing to the itivity and privacy parameters. For any 4 € (0,1) and
€ € (0,1), the mechanism defined by:

6 -4 =2 0 2 4 6

Gaussian mechanism. =

€2

M 2, 1,6,8) = f(z) + N (u =00 = w)

provides (e, d)-differential privacy.



B Take Away

e We draw inspiration from TS and UCB and analyze optimistic Thompson sampling (O-TS) and
O-TS™ in bandit.

e We propose O-TS-MDP, a computationally efficient and theoretically elegant model-based learning

algorithm for episodic MDPs.

e We also propose O-TS-MDP” which achieves the (near)-optimal regret bound with a more

aggressive clipping strategy of the posterior distribution.
e The key of our algorithms is to uses optimistic clipping of Gaussian distribution to model the reward

distributions and drive exploration.

Thanks for listening!

And happy to hear any questions and feedbacks :)






https://docs.google.com/file/d/1X6PFaiQmjgcmH-JAsd3Y9CJX7AePdLRB/preview

